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ÅFailures        in The Wild

ÅFail-Slow

ÅFail-Stop

ÅByzantine

ÅΧ
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Data Center Instability

Source: Alibaba Data Centers.

Source:
https:// www.google.com/about/datacenters/data-security/

What is a fail-slow
component?

Still functioning but with 
lower-than-expected 

performance

FAIL-SLOWFAIL-STOP HEALTHY

Non-functional Full-speed
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Not A Problem?

Annual fail-slow 
failure rate is 1-2%

[2]
!

As frequent as fail-
stop incidents!

FAIL-SLOW

Severe

Confusing

Not 
Uncommon

άFail-slow NVMe SSDs can degrade to 

SATA SSD or HDD-level performance
[1]έ

Fail-slow or just 
normal variations?

[1] NVMe SSD Failures in the Field: the Fail-Stop and the Fail-Slow, Lu et al.
[2] IASO: A Fail-Slow Detection and Mitigation Framework for Distributed Storage Services, Panda et al.
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Not A Problem?

Fail-Slow in The Field:
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(b) W rit e L atency

Fail-slow drive taken down

1.01-1.50X higher for read 2.06-3.65X higher for write
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Not A Problem?

Contributing most tail latencies

Fail-slow drive taken down

Slow! Slow! Slow! Silent performance degradation!FAIL-SLOW

[ŜǘΨǎ άŘƛƎέ ǘƘŜƳ ƻǳǘΗ

Fail-Slow in The Field:
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Hard To Detect

ÅNo Ground Truth in Identifying Fail-Slow

! άǘƘƻǳǎŀƴŘέ ǿŀȅǎ ǘƻ ŘŜŦƛƴŜΗ

How slow is a drive to be considered fail-slow?

>100us?

>1ms?

>500us?

Χ



ÅPrevious FSD Studies Are

ÅIntrusive

ÅSource Code Accessing/Altering

ÅCoarse-grained

ÅNode-Level Detection
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Fail-Slow Detection (FSD)



ÅOur Work Shares

ÅYears of Experiences in FSD

ÅA Practical FSD Frameworknamed Perseus

ÅRoot Cause Analysis
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Fail-Slow Detection (FSD)



Outline
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INTRODUCTION DATASET PERSEUS
FAILED

ATTEMPTS
EVALUATION &
CONCLUSION



Å248K+drives

Å55% NVMe SSD + 45% SATA HDD

Å4 manufacturers

Å9 major drive models

ÅDiverse cloud services:

ÅLog service, big data, E-commerce, table storage, stream 

processing, database, object storage, data warehouse, 

block storage
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Our Dataset



Å248K+drives

Å10-month performance logs (iostat)

ÅLatency/throughput time series

ÅTest dataset released

Åhttps://tianchi.aliyun.com/dataset/144479
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Our Dataset

https://tianchi.aliyun.com/dataset/144479


Outline

12

INTRODUCTION DATASET PERSEUS
FAILED

ATTEMPTS
EVALUATION &
CONCLUSION
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Ideal Fail-{ƭƻǿ 5ŜǘŜŎǘƛƻƴ {ƘƻǳƭŘ .Ŝ ΧΚ

Non-intrusive

Fine-grained General

Accurate

No source code altering
External performance log-based

High precision/recall rate

Device-level detection
Adaptable to

Various cloud services

SSD/HDD clusters

EfficientFail-SlowDetection
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Failed Attempt: Threshold Filtering
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Failed Attempt: Threshold Filtering
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Hard threshold
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Failed Attempt: Threshold Filtering
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Hard threshold

Latency
Spike1

Latency
Spike2
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Failed Attempt: Threshold Filtering
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Latency
Spike1

Latency
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Throughput
Spike1

Throughput
Spike2

Workload bursts are common causes of latency variations
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Failed Attempt: Threshold Filtering
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Failed Attempt: Threshold Filtering
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(a)

(b)

(c)

Threshold are hard to decide

ὸ ὸ ὸ

(d)

Dilemma
Relaxed => More False Positives

Strict   => Many Fail-Slow Undiscovered 
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Failed Attempt: Peer Evaluation

Time
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Sliding window

Most peers are normal and stable=> Let their peers decide!

ὉὺὩὲὸ ὉὺὩὲὸ

ὉὺὩὲὸ

ὉὺὩὲὸ ὉὺὩὲὸ

Time-consuming to fine-tune



LƴǎƛƎƘǘΥ άWorkload pressureŎŀƴ ŀŦŦŜŎǘ ƭŀǘŜƴŎȅ ǾŀǊƛŀǘƛƻƴǎέ

ÅThroughput or IOPS?
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Design Guidelines (I) 

Correlation:    Throughput  >>  IOPS

Guideline 1:Use throughput to model the workload pressure



LƴǎƛƎƘǘΥ ά²ƻǊƪƭƻŀŘ ǇǊŜǎǎǳǊŜ Ŏŀƴ ŀŦŦŜŎǘ latency variationsέ

ÅHow to model such a positive correlation?
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Design Guidelines (II)

LvT distribution

Throughput

L
a
te

n
c
y Linear regression?

Guideline 2: Model the latency-vs-throughput (LvT) distribution

=> Define a statistically normaldrive



LƴǎƛƎƘǘΥ άIƻƳƻƎŜƴŜƻǳǎ ǎŜǘǳǇΥ ǎƛƳƛƭŀǊ ǿƻǊƪƭƻŀŘ Ҍ ǎŀƳŜ ŘǊƛǾŜ ǎǇŜŎέ

Design Guidelines (III)

All-HDD Setup

($$ ($$

Rack

Cluster

Cloud Service Block Storage Object Storage Database ...
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Cluster

Node
All-flash Setup

Rack

33$ 33$
Node

Rack

Node

Drive

Same
specifications

Multiple levels of
load-balancing



LƴǎƛƎƘǘΥ άIƻƳƻƎŜƴŜƻǳǎ ǎŜǘǳǇΥ ǎƛƳƛƭŀǊ ǿƻǊƪƭƻŀŘ Ҍ ǎŀƳŜ ŘǊƛǾŜ ǎǇŜŎέ
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Design Guidelines (III)

ÅNeed to determine the scope of drives to model

ÅDrives from the same service?

ÅDrives from the same cluster?

ÅDrives from the same node?



LƴǎƛƎƘǘΥ άIƻƳƻƎŜƴŜƻǳǎ ǎŜǘǳǇΥ ǎƛƳƛƭŀǊ ǿƻǊƪƭƻŀŘ Ҍ ǎŀƳŜ ŘǊƛǾŜ ǎǇŜŎέ
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Design Guidelines (III)
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Throughput

(a) Same service, different clusters

Distinct LvTdistributions



LƴǎƛƎƘǘΥ άIƻƳƻƎŜƴŜƻǳǎ ǎŜǘǳǇΥ ǎƛƳƛƭŀǊ ǿƻǊƪƭƻŀŘ Ҍ ǎŀƳŜ ŘǊƛǾŜ ǎǇŜŎέ
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Design Guidelines (III)
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Throughput

(b) Same cluster, different nodes

Distinct LvTdistributions



LƴǎƛƎƘǘΥ άIƻƳƻƎŜƴŜƻǳǎ ǎŜǘǳǇΥ ǎƛƳƛƭŀǊ ǿƻǊƪƭƻŀŘ Ҍ ǎŀƳŜ ŘǊƛǾŜ ǎǇŜŎέ
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Design Guidelines (III)
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Throughput

(c) Same node, different drives

Well clustered together

Guideline 3: Use node-wisesamples to model LvTdistribution



LƴǎƛƎƘǘΥ άbƻ ƎƻƭŘŜƴ ǎǘŀƴŘŀǊŘǎ ǘƻ ƛŘŜƴǘƛŦȅ Ŧŀƛƭ-ǎƭƻǿ έ
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Design Guidelines (IV)

Source:
https:// www.google.com/about/datacenters/data-security/

FAIL-SLOWFAIL-STOP HEALTHY

Non-functional Full-speed

Guideline 4: Non-binary output

ÅModel the likelihood of fail-slow
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INTRODUCTION DATASET PERSEUS
FAILED

ATTEMPTS
EVALUATION &
CONCLUSION
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Raw Data
LvT distribution of one storage node

Two groups
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Raw Data

From one fail-slow drive

From 10+ normal 
peer drives 


